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ABSTRACT

This paper introduces ChirpTransformer, a versatile LoRa encoding

framework that harnesses broad chirp features to dynamically mod-

ulate data, enhancing network coverage, throughput, and energy

efficiency. Unlike the standard LoRa encoder that offers only single

configurable chirp feature, our framework introduces four distinct

chirp features, expanding the spectrum of methods available for

data modulation. To implement these features on commercial off-

the-shelf (COTS) LoRa nodes, we utilize a combination of a software

design and a hardware interrupt. ChirpTransformer serves as the

foundation for optimizing encoding and decoding in three specific

case studies: weak signal decoding for extended network coverage,

concurrent transmission for heightened network throughput, and

data rate adaptation for improved network energy efficiency. Each

case study involves the development of an end-to-end system to

comprehensively evaluate its performance. The evaluation results

demonstrate remarkable enhancements compared to the standard

LoRa. Specifically, ChirpTransformer achieves a 2.38 × increase in

network coverage, a 3.14 × boost in network throughput, and a 3.93

× of battery lifetime.
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1 INTRODUCTION

Long Range (LoRa) technology has emerged as a highly promising

solution for seamlessly connecting unattended Internet-of-Things

∗Zhichao Cao is the corresponding author.

ACM ISBN 979-8-4007-0581-6/24/06. . . $15.00
https://doi.org/10.1145/3643832.3661861

A
p

p
E

nco
d

er

LoRa Node Gateway and Server

D
ec

o
d

er

SF configuration
(7 ~ 12)

Standard LoRa ChirpTransformer

Coverage 
Configuration

Throughput 
Configuration

Energy 
Configuration

Configurable Chirp Features
On-air 
Time

Selective Initial 
Frequency

Chirp 
Repeating

Symbol
Hopping

Application Specific Configuration

A
p

p

Agriculture Industry Smart City Transportation Sidewalk Elder Care

Existing Works

Network Coverage, 
Throughput, 

Energy Efficiency

Coverage 
Decoder

Throughput 
Decoder
Energy 

Decoder

Application Decoder

Smartphone Pad Laptop Desktop

Figure 1: An illustration of the ChirpTransformer encoding

framework in LoRa systems.

(IoT) devices on a large scale [19, 39]. As of March 2023, the global

presence of LoRa networks has expanded significantly, with 181

public operators worldwide facilitating connectivity for over 300

million IoT devices [2]. This wide-area IoT technology has found

application in a multitude of scenarios. For instance, Amazon Side-

walk [1] employs LoRa to bridge connections with smart IoT devices

located beyond the range of conventional home Wi-Fi networks. In

the agricultural sphere, Microsoft FarmBeats [3, 7] utilizes LoRa to

efficiently gather data from remote sensors deployed across vast

farmlands. Additionally, LoSee [24, 52, 53] leverages LoRa to track

shared bicycles within urban environments.

Figure 1 shows the network architecture underlying LoRa sys-

tems for IoT data collection [19]. LoRa nodes are responsible for

encoding sensory data and transmitting data packets to LoRa gate-

ways. These gateways serve as crucial intermediaries; upon receiv-

ing the packets, they decode the data and subsequently relay it

to network and application servers through backhaul networks.

It is important to note that LoRa nodes, equipped with low-cost

commercial-off-the-shelf (COTS) Semtech LoRa radios [30, 35], op-

erate under constrained resources. In stark contrast, LoRa gateways

and servers utilize potent COTS Semtech radio [31, 32], some even

employing Software Defined Radio (SDR) [29], to manage energy-

intensive and computationally demanding tasks. Furthermore, dis-

tinct LoRa applications exhibit diverse performance considerations.

For example, agricultural and urban deployments prioritize ubiq-

uitous coverage [7, 28, 42, 50, 53], whereas industrial dense de-

ployments contend with potential packet collisions necessitating

scalable throughput [17, 22, 36]; In mobile and semi-outdoor appli-

cations (e.g., transportation, elder-care), the dynamic environmental

conditions can swiftly deplete the energy of LoRa nodes, under-

scoring the need for sustainable adaptation strategies [13, 25, 49].

Consequently, existing works predominantly focuses on optimizing

network coverage [6, 8, 10, 13, 18, 21, 40, 45, 55], throughput [11,

36, 41, 43, 44, 46, 47, 54], and energy efficiency [16, 23, 25, 38, 51] at

the gateway and server side, often leaving LoRa nodes untouched

due to their resource limitations.

However, the efficacy of decoding designs in these systems heav-

ily relies on how LoRa nodes encode data. LoRa employs Chirp

479

MOBISYS '24, June 3–7, 2024, Minato-ku, Tokyo, Japan
© 2024 Copyright is held by the owner/author(s).

This work is licensed under a Creative Commons Attribution International 4.0 License.

https://www.acm.org/publications/policies/artifact-review-and-badging-current
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3643832.3661861&domain=pdf&date_stamp=2024-06-04


MOBISYS ’24, June 3–7, 2024, Minato-ku, Tokyo, Japan C Li, Y Ren, S Tong, S I Siam, M Zhang, J Wang, Y Liu, Z Cao

Spread Spectrum (CSS) modulation, where data is encoded by linear

chirps. The standard LoRa encoder uses a configurable parameter

known as the spreading factor (SF) to determine the data rate of

a chirp symbol. Notably, all chirp symbols within a LoRa packet

adhere to the same SF setting. With COTS LoRa nodes offering only

six available SFs ranging from 7 to 12 for configuring LoRa encod-

ing, the standard LoRa encoder’s reliance solely on packet-level SF

configuration presents limitations in optimizing end-to-end per-

formance across diverse application scenarios concerning network

coverage, throughput, and energy efficiency.

In this work, we present an innovative approach to LoRa en-

coder design aimed at enhancing the versatility and overall perfor-

mance of LoRa networks. Our proposed solution,ChirpTransformer,

reimagines the conventional LoRa encoding framework by intro-

ducing a set of four configurable chirp features. These features

enable a more extensive range of encoding options at LoRa nodes,

as depicted in Figure 1. Through the utilization of these configurable

parameters, a diverse array of encoding techniques can be devised

and tailored to meet the specific coverage, throughput, and en-

ergy efficiency requirements of diverse applications. Furthermore,

our approach extends beyond node-side enhancements; we have

developed corresponding decoding methodologies for gateways

and servers. These decoding methods leverage the pre-configured

chirp features implemented by the encoders, aiming to optimize

the end-to-end performance of the LoRa network comprehensively.

Challenge #1: Chirp Feature Design. Our objective is to con-

struct a set of specific chirp features that collectively create an in-

formative feature space. However, the pursuit of achieving this goal

does not involve indiscriminately adding numerous chirp features,

as this would unnecessarily complicate the LoRa network stack. To

tackle this challenge,ChirpTransformer goes beyond solely incorpo-

rating time and frequency domain data; it strategically designs four

distinct chirp features aimed at enhancing the informativeness of

the feature space. First, ChirpTransformer controls the on-air time

of a symbol, which encompasses one or more chirps. Second, Chirp-

Transformer selects a collection of initial frequencies that a chirp

can employ to encode data. Third, ChirpTransformer involves a

novel intra-symbol chirp pattern. Departing from the conventional

approach of comprising a symbol with just one chirp, a ChirpTrans-

former symbol may consist of repeated chirps sharing the same

initial frequency offset. Fourth, ChirpTransformer incorporates an

innovative inter-symbol chirp pattern. In contrast to using identical

types of chirps, ChirpTransformer employs diverse chirp patterns

across different symbols within a LoRa packet.

Challenge #2: Implementation on COTS LoRa nodes. Numer-

ous chirp features, such as non-linearity [20, 22, 27] and interleav-

ing [12], pose implementation challenges on COTS LoRa nodes,

necessitating costly node replacements, especially in large-scale

deployments. To circumvent this issue, the generation of these

designed chirp features must not require hardware modification

or additional energy consumption. To address this challenge, we

have devised a lightweight symbol converter that transforms the

chirp features – such as on-air time, selective initial frequency, and

chirp repeating – into corresponding chirps configured for SF. Fur-

thermore, we leverage an existing hardware interrupt specifically

designed for frequency hopping to incorporate our symbol-hopping

chirp feature without incurring extra overhead.

Challenge #3: Application-specific Encoder-DecoderCo-design.

With our suite of four chirp features, we unlock the potential for

multiple encoder configurations to enhance application-specific

performance. To maximize these performance gains, our focus lies

in optimizing performance through an end-to-end approach, encom-

passing encoder configuration and decoder co-design. To address

this challenge, we have undertaken three case studies targeting

network coverage, throughput, and energy efficiency:

1) Network Coverage: Addressing weak signals is crucial [21, 53].

The standard LoRa encoder extends on-air time to ensure adequate

energy reception, countering noise interference. As the SF increases,

the required signal-to-noise-ratio (SNR) for successful decoding

decreases. ChirpTransformer takes a different approach, enhancing

noise tolerance by widening the feature distance between adjacent

symbols and leveraging a neural-enhanced decoder to maximize

SNR gain (§4).

2) Network Throughput: Enabling concurrent transmission [11, 22,

36] is a primary concern. While LoRa permits simultaneous trans-

missions with different SFs, the varying on-air times across these

SFs result in imbalanced SNR tolerance among concurrent trans-

mitters. ChirpTransformer utilizes intra-symbol chirp repeating

to create novel orthogonal encoding configurations and employs

template-based decoding to resolve collisions (§5).

3) Network Energy Efficiency: Fine-tuning encoding configurations

for optimized data rates under various noise levels is crucial [23, 25].

The standard LoRa encoder supports only six data rates, whereas

ChirpTransformer achieves 23 configurations by adjusting the num-

ber of available initial frequencies using a selective peak searching

algorithm for decoding. (§6).

We have implemented end-to-end ChirpTransformer systems

for each case study, utilizing COTS LoRa nodes and a USRP N210

SDR. Using our expansive campus-scale testbed spanning 2800 m ×

1700m,we have conducted extensive experiments to evaluateChirp-

Transformer’s performance against both standard LoRa and a state-

of-the-art benchmark. The results confirm ChirpTransformer’s su-

periority across all three case studies.

In summary, our contributions are listed as follows:

• We propose ChirpTransformer, an innovative LoRa encoding

framework incorporating four chirp features. This framework sig-

nificantly enhances encodingmethods, enabling efficient adaptation

to diverse applications.

• ChirpTransformer seamlessly integrates with COTS LoRa nodes

without introducing additional overhead. Through three compre-

hensive case studies, we showcase its ability to optimize end-to-end

network performance by adopting an encoder-decoder co-design.

• We implement ChirpTransformer on COTS LoRa nodes and con-

duct extensive experiments using a campus-scale testbed. The re-

sults demonstrate ChirpTransformer’s exceptional performance,

achieving a 2.38 × increase in network coverage, a 3.14 × improve-

ment in network throughput, and a 3.93× battery lifetime compared

to the standard LoRa.

2 BACKGROUND AND MOTIVATION

2.1 Standard Encoding and Decoding

Figure 2 illustrates the encoding and decoding method of the stan-

dard LoRa. As shown in Figure 2(a), the standard LoRa encoder

480



ChirpTransformer: Versatile LoRa Encoding for Low-power Wide-area IoT MOBISYS ’24, June 3–7, 2024, Minato-ku, Tokyo, Japan

Figure 2: The illustration of (a) shifted initial frequency en-

coding and (b) energy peak detection decoding.

uses bandwidth (BW) to configure a base up-chirp (e.g., the orange

chirp), whose frequency increases linearly from −𝐵𝑊
2 to 𝐵𝑊

2 over

time. Notably, the on-air time of a base up-chirp is adjustable. For

example, the blue base up-chirp 2 spends more time swiping the

whole BW than the orange base up-chirp 1. LoRa uses SF configu-

ration, ranging from 7 to 12, to control the on-air time. Given the

pre-configured 𝐵𝑊 and 𝑆𝐹 , the on-air time is 2𝑆𝐹

𝐵𝑊 . Thus, the on-air

time is doubled when SF increases by 1.

Given the base up-chirp, data bits are encoded by shifting the

initial frequency of a base up-chirp to 𝑓0. For example, in Figure 2(a),

we shift the initial frequency of the blue base up-chirp 2 to 𝑓0.
When the chirp frequency meets BW/2, the rest of the chirp will

be shifted down and restarts from −BW/2. As a result, the blue

dashed chirp forms a typical chirp symbol. Moreover, The range of

𝑓0 is [0, 𝐵𝑊 ). The number of data bits encoded by a chirp symbol

is also determined by the frequency chip, indicating the distance

between two adjacent initial frequency offsets. On COTS LoRa

nodes, the frequency chip is 𝐵𝑊
2𝑆𝐹

. Thus, in [0, 𝐵𝑊 ), we have 2𝑆𝐹

initial frequencies to represent data. Given an 𝑆𝐹 configuration, a

chirp symbol encodes 𝑆𝐹 data bits.

At the decoder side, the dechirp [11, 21] is the standard decoding

process in LoRa. First, a received chirp symbol is multiplied with a

base down-chirp (i.e., the conjugate of a base up-chirp). The Fast

Fourier Transform (FFT) is then used to focus on the energy of

the chirp symbol at a single tone, which corresponds to the initial

frequency offset of the chirp symbol, on the spectrum [11, 41].

For example, in Figure 2(b), the blue dashed arrow indicates the

energy peak by applying FFT on the encoded chirp symbol shown

in Figure 2(a). Then, we find the frequency bin where the highest

spectral energy peak appears to determine the initial frequency

offset 𝑓0. Once we obtain the initial frequency offset, data bits can

be decoded. On the other hand, to decode a received chirp symbol

successfully, the energy peak of the received chirp symbol should

be higher than the highest energy peak derived from noises on the

spectrum. For example, in Figure 2(b), the blue dashed arrow is

higher than the grey arrow, indicating the noise peak, to guarantee

𝑓0 can be found correctly.

2.2 SF-configured LoRa Performance

We can see that the standard LoRa encoder is purely controlled by

SF configuration. We have six SF configurations, ranging from 7 to

12, on COTS LoRa nodes [30, 35]. In a LoRa packet, all chirp symbols

employ the same SF configuration for simplicity. As such, LoRa’s

performance highly depends on SF configuration. We analyze the

influence of SF configurations for SNR tolerance and data rate as

examples.
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Figure 3: The influence of SF configurations on (a) SNR toler-

ance and (b) data rate.

SNR Tolerance: SNR tolerance indicates the SNR threshold, above

which a chirp symbol can be successfully decoded. SNR tolerance

determines the capability of network coverage. As the on-air time

of a chirp symbol increases, more energy can be combined to form

a higher energy peak on the spectrum, making it easy to detect

the energy peak under strong noises. Thus, a chirp symbol with

larger SFs can achieve better SNR tolerance. We set 𝐵𝑊 as 125 kHz

and empirically measure the required SNR of the dechirp under

different SFs with a synthesis dataset [9, 21]. Figure 3a shows the

SNR threshold of different SF configurations, taking 1% symbol error

rate (SER) as the criteria of successful decoding. The minimum SNR

threshold reaches -22.4 dB.

Data Rate: Data rate indicates how many data bits can be success-

fully transmitted per second without collision. Given a certain SNR

level, a higher data rate leads to higher energy efficiency. Given

the settings of 𝑆𝐹 and 𝐵𝑊 , a chirp symbol encodes 𝑆𝐹 data bits,

and its on-air time is 2𝑆𝐹

𝐵𝑊 . Thus, the data rate is 𝑆𝐹 ·𝐵𝑊
2𝑆𝐹

. A chirp

symbol with a larger SF has a longer on-air time, lowering its data

rate. When 𝐵𝑊 is set as 125 kHz, the data rate under different SFs

is shown in Figure 3b. We can see that the data rate is reduced by

42.9%-45.7% with an SF increment. As a tradeoff, Figure 3a shows

that increasing SF by one can achieve a 2.6-4.2 dB gain of the SNR

threshold.

2.3 Motivation

The purely SF-controlled LoRa encoder is simple, providing SNR

tolerance as low as -22.4 dB and six data rate options under six

SNR thresholds. However, with SF-12 configuration, the LoSee

measurement study [53] has shown that although the longest com-

munication range can reach 3.2 km - 3.5 km, a gateway can only

cover about an irregular 11 km2 - 12 km2 area in an urban environ-

ment, which is far from needed to achieve ubiquitous wide-area

coverage. On the other hand, in those environments with dynamic

link budgets [25, 49], only six SF options are too coarse-grained to

achieve sustainable energy efficiency. This motivates us to rethink

the LoRa encoder design, particularly on COTS LoRa nodes, for

inherently supporting various LoRaWAN applications.

3 DESIGN OF CHIRPTRANSFORMER

3.1 Chirp Feature Design

Figure 4 illustrates the four chirp features, representing the infor-

mation from four domains, that are used to define a symbol in

ChirpTransformer.

First, we define a time-domain feature, on-air time, which defines

the propagation time of a symbol. A symbol contains one ormultiple
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(c) Chirp Repeating

(b) Selective Initial Frequency
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-BW/2
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(d) Symbol Hopping

Symbol 1 Symbol 2

Figure 4: The illustration of the four chirp features in Chirp-

Transformer.

chirps, and the total propagation time is its on-air time. As shown

in Figure 4(a), Symbol 1 contains one base up-chirp, and Symbol 2

has longer on-air time with two base up-chirps.

Second, we select a set of frequencies in the range [0, 𝐵𝑊 ) to

define the available initial frequency offsets. In Figure 4(b), an initial

frequency offset indicates the shape of a chirp compared to the base

up-chirp. Therefore, the selective initial frequencies are frequency-

domain features to determine the shapes of those chirps used to

encode data.

Third, given the on-air time of a symbol, we design an intra-

symbol chirp pattern, called Chirp Repeating, to depict the repeated

identical chirps in a symbol. As shown in Figure 4(c), Symbol 1

consists of four repetitive base up-chirps, and Symbol 2 contains

two repetitive chirps with the same initial frequency offsets. The

chirp repetition is a time-domain pattern, while the same initial

frequency offset of those chirps reflects the frequency characteristic.

Lastly, given a fixed on-air time for all symbols in a packet, we

design an inter-symbol chirp operation, called Symbol Hopping, to

create a new pattern domain for encoding. The basic idea is to hop

different chirp repeating patterns among the symbols in a packet

instead of using the same configuration. As shown in Figure 4(d),

Assume Symbol 1 and Symbol 2 are in the same packet. Symbol 1

has two repetitive base up-chirps, but Symbol 2 revises the chirp

repeating pattern with only one base up-chirp. Based on the four

chirp features, we abstract four parameters to configure encoders

versatilely: 1) on-air time (OT), 2) available initial frequency offsets

(IFO), 3) chirp repeating times (CRT) in a symbol, and 4) the number

of available chirp patterns in symbol hopping (SH). ChirpTrans-

former adjusts the four-configuration-tuple (OT, IFO, CRT, SH) to

cope with a specific performance demand.

3.2 Chirp Feature Configuration

On COTS LoRa nodes, we have six types of SF-configured chirps.

Based on these chirps, we illustrate the supported configurations

of our four chirp features.

OT indicates the on-air time of a symbol. On COTS LoRa nodes,

the on-air time of a chirp is determined by six SFs from 7 to 12.

Its on-air time is 2𝑆𝐹

𝐵𝑊 , where 𝐵𝑊 is the bandwidth. The minimum

on-air time is with SF-7. Similar to the way of using SF to determine

on-air time, our OT is in the range of [7, +∞). When OT is 𝑘 , the

on-air time of a symbol is 2𝑘

𝐵𝑊 . In ChirpTransformer, the on-air

time of a symbol could be extended flexibly. Since the maximum

SF is 12, a symbol has to contain multiple chirps when OT is larger

than 12.

Symbol 1: OT-10

(a) (OT-10, IFO-9, CRT-1)

Symbol 2: OT-10

SF-9 SF-9SF-9 SF-9

IF
O

-9

CRT-2 CRT-2
(b) (OT-10, IFO-0, SH-2)

Symbol 1: OT-10 Symbol 2: OT-10

SF-9 SF-9 SF-10

IF
O

-0

SH-2: ‘0’ SH-2: ‘1’

Figure 5: Two examples to illustrate the concepts of CRT and

SH. (a) parameter tuple (OT-10, IFO-9, CRT-2); (b) parameter

tuple (OT-10, IFO-1, SH-2).

IFO indicates the available initial frequency offsets for encoding.

In SF-configured encoding, an SF-𝑘 chirp is used to encode 𝑘 data

bits. In ChirpTransformer, given OT-𝑘 chirps, the value of IFO can

be 2𝑖 , where 𝑖 is in the range of [1, 𝑘]. Thus, the configuration

(OT-𝑘 , IFO-𝑖) means that we use OT-𝑘 chirps to encode 𝑖 data bits

by shrinking the available initial frequency offsets from 2𝑘 to 2𝑖 .

For example, the configuration (OT-7, IFO-6) indicates using OT-7

chirps to encode 6 data bits. Half of the initial frequency offsets

in OT-7 chirps will no longer be used for encoding. When OT is

larger than 12, the maximum IFO can be 212 on COTS LoRa nodes.

In such cases, the IFO values are from IFO-1 to IFO-12.

CRT indicates the number of repetitive identical chirps in a

symbol. We know that the on-air time of an OT-10 symbol equals

eight SF-7 chirps, four SF-8 chirps, two SF-9 chirps, and one SF-10

chirp. Similarly, when the on-air time of a symbol is OT-𝑘 , we use
CRT- 𝑗 repetitive SF-(𝑘− 𝑗) chirps with the same initial frequency to

fill the symbol, where 𝑗 is in the range of [max{𝑘−12, 0}, 𝑘−7]. For

example, as shown in Figure 5(a), (OT-10, IFO-9, CRT-1) means the

on-air time of each symbol is OT-10. Each symbol consists of two

(i.e., 21) identical SF-9 (i.e., 10 − 1) chirps, which have 29 available

initial frequency offsets for encoding.

SH represents the available chirp repeating patterns of symbol

hopping. SH has three values: 0, 2, and 4. If SH is 0, the symbols

in a packet follow the same pattern without symbol hopping. The

data bits encoded by a symbol purely rely on the IFO settings. If SH

is 2 or 4, we have 2 or 4 different patterns. We can use the different

patterns to encode 1 data bit or 2 data bits. When SH is not 0, CRT

will be invalid. Given the on-air time of a symbol OT-𝑘 (𝑘 ≤ 12)

and the available chirp patterns SH-𝑡 , the 𝑡 chirp repeating patterns
of a symbol can be represented by one SF-𝑘 base up-chirp, or two

SF-(𝑘 − 1) repetitive base up-chirps, ..., or 2𝑡 SF-(𝑘 − 𝑡) repetitive
base up-chirps. We must keep 𝑘 − 𝑡 ≥ 7. And when 𝑘 is larger

than 12, the SH-𝑡 chirp repeating patterns include 2𝑘−12 SF-12 base

up-chirps, 2𝑘−11 SF-12 base up-chirps, ..., or 2𝑘−13+𝑡 SF-(13 − 𝑡)
base up-chirps. For example, as shown in Figure 5(b), (OT-10, IFO-0,

SH-2) means the on-air time of a symbol is OT-10. IFO-0 indicates

we do not use initial frequency offsets to encode data. In this case,

with SH-2, we have two symbols. One is two repetitive SF-9 base

up-chirps, indicating bit ‘0’. The other is one SF-10 base up-chirp,

indicating bit ‘1’.

3.3 COTS Feature Implementation

A ChirpTransformer packet consists of four parts: preamble, start

frame delimiter (SFD), header, and payload. The format of the pre-

amble, SFD, and header are the same as the standard LoRa. We put

the values of (OT, IFO, CRT, SH) in the header. The symbols in the

payload are encoded by the encoding method determined by (OT,
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Figure 6: Timeline of the symbol hopping feature, leveraging

a hardware interrupt.

IFO, CRT, SH). By default, COTS LoRa nodes support SF-configured

packets in which all chirp symbols follow the same SF configuration.

However, if symbol hopping is enabled, a ChirpTransformer packet

consists of symbols with different SF chirps. Thus, without symbol

hopping, we design a symbol converter to translate the payload of

a ChirpTransformer packet to SF-configured chirp symbols. On the

other hand, we leverage a hardware interrupt to implement symbol

hopping.

Given OT-𝑘 , IFO-𝑖 , and CRT- 𝑗 configurations, the symbol con-

verter includes three steps. In the first step, it determines the cor-

responding SF configuration. If only one chirp exists in a symbol,

the SF configuration corresponds to OT-𝑘 . Otherwise, the symbol

contains a chirp repeating pattern CRT-𝑡 . Then, the SF configura-
tion is 𝑘 − 𝑡 corresponding to the SF of each repetitive chirp. In

step two, we calculate the number of SF chirps to form a symbol. If

CRT is not applied, only one SF chirp exists. For CRT- 𝑗 , the num-

ber corresponds to 2𝑗 . In the last step, we set the initial frequency

offset for each SF chirp. Since IFO-𝑖 must be a subset of IFO-𝑆𝐹 ,
we directly assign the initial frequency offset of each chirp in a

ChirpTransformer symbol to the corresponding chirp generated in

step two. In this way, a ChirpTransformer symbol can be translated

to a series of SF-configured chirp symbols.

We implement the symbol hopping feature based on the fre-

quency hopping capability of COTS LoRa nodes [30]. The LoRa

standard requires LoRa nodes to support frequency hopping, en-

abling long-duration packet transmission without violating the

maximum permissible channel dwell time. The key principle be-

hind the frequency hopping scheme is hardware interrupt, named

ChangeChannelFhss, that enables LoRa nodes to select and switch

to a new channel during packet transmission. After a predetermined

hopping period, the transmitter and receiver change to the next

channel in a predefined list of hopping frequencies to continue trans-

mission and reception of the next portion of the packet. Our key

observation is that a LoRa node can modify not just the channel but

all configurations every time it triggers the ChangeChannelFhss

interrupt. Thus, we can implement symbol hopping on a COTS

LoRa node without adding extra hardware by making the node

periodically trigger the ChangeChannelFhss interrupt and change

its SF configuration during packet transmission. Moreover, we keep

the transmission on a single channel by setting the list of hopping

frequencies as identical frequencies.

For example, we use (OT, IFO-0, SH-4) to encode 2-bit data with

four different chirp repeating patterns. Figure 6 shows the time-

line of the encoder for transmitting a packet. The transmission

starts with the preamble, SFD, and header. At the beginning of

each transmission, an interrupt signal ChangeChannelFhss is gen-

erated, where the interrupt handler programs the frequency, SF,
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Figure 7: Current profile for a ChirpTransformer transmis-

sion with symbol hopping.

and hopping period for the first hop of the payload. The interrupt

signal is cleared after all configurations have been settled. Then,

during payload transmission, the transmitter periodically triggers

the ChangeChannelFhss interrupt to modify the SF configuration

for ChirpTransformer data modulation. We use our symbol con-

verter to determine the SF for each chirp repeating pattern. The

time that each hop of transmission will dwell is determined by

FreqHoppingPeriod, which is an integer multiple of symbol peri-

ods. As illustrated in data modulation, the periods of all symbols

should be identical to the OT configuration. Thus, we determine the

FreqHoppingPeriod based on the SF configuration of chirps in the

corresponding hop, i.e., 𝐹𝑟𝑒𝑞𝐻𝑜𝑝𝑝𝑖𝑛𝑔𝑃𝑒𝑟𝑖𝑜𝑑 = 2𝑂𝑇−𝑆𝐹 . The new

configurations are programmed within the current hopping period

to ensure it has been set when the next hop begins. The interrupt

computation is much shorter than the symbol on-air time, causing

no extra latency.

3.4 Energy Profiling

To demonstrate the energy overhead brought by the hardware in-

terrupt processing, we estimate the energy profile of a ChirpTrans-

former transmission with symbol hopping using the Monsoon HV

Power Monitor [4]. The node is powered by 3.6 V. Figure 7 shows

the current profile of the transmission, including the instant current

for all radio access phases. The LoRa node stays in sleep mode when

it does not transmit data. The radio transmission consumes the high-

est amount of energy by a large margin. The power consumption

of the MCU is much less than that of the radio circuit. Thus, the

ChangeChannelFhss interrupt processed by the MCU only intro-

duces a small current fluctuation during the packet transmission,

which has a neglectable impact on the whole energy consumption

of the LoRa node.

4 CASE I: NETWORK COVERAGE

In the first case study, we focus on reliable weak signal decoding to

extend LoRaWAN coverage [21]. We are seeking a design to tolerate

the SNR lower than the -22.4 dB SNR threshold of the standard LoRa

(§ 2.2). With ChirpTransformer, the key idea is to maximize the

feature distance among different symbols during encoding beyond

SF-12 with SH configurations.

4.1 SH Encoder-Decoder Co-design

Encoding Method: Our design utilizes the chirp pattern domain

created by symbol hopping and prohibits using initial frequency

offsets (i.e., IFO-0) for data encoding. We use four chirp patterns to

represent each 2-bit data (i.e., SH-4). To obtain four chirp repeating

patterns, the minimum OT configuration is OT-10 so that we have

the SF-7, SF-8, SF-9, and SF-10 chirps to construct four different
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Figure 8: The illustration of symbol hopping encoding, using

four chirp repeating patterns (e.g., SF-9 – SF-12) to represent

2-bit data.

Figure 9: The structure of the neural-enhanced decoder.

patterns. When OT increases, the SNR tolerance will be enhanced

while the data rate reduces. Figure 8 shows an example of (OT-12,

IFO-0, SH-4), which uses four chirp repeating patterns of SF-9 – SF-

12 to define 4 symbols. We use SH-[9-12], SH-[8-11], and SH-[7-10]

to represent (OT-12, IFO-0, SH-4), (OT-11, IFO-0, SH-4), and (OT-10,

IFO-0, SH-4), separately.

Neural-enhanced Decoding Method: Our decoding problem

is to extract a symbol’s chirp patterns (i.e., 4-class classification).

Inspired by the neural-enhanced decoder in NELoRa [21], Chirp-

Transformer also aims to decode the symbols in a neural-enhanced

manner to maximize the SNR gain from both the encoder and de-

coder side. Like NELoRa, our neural-enhanced decoder converts

symbols into time-frequency spectrograms as input feature maps.

We simplify NELoRa’s architecture by using a lightweight first

Conv2d module with fewer filters and replacing the LSTM layer

with a bidirectional GRU layer, which is more computation-efficient

for temporal feature extraction. Figure 9 shows the concise network

structure, which consists of seven modules in total. Specifically, the

first four modules aim to generate a filter mask to be multiplied

with the input spectrogram. Then, we feed the masked spectrogram

into a three-module classifier for chirp pattern recognition.

4.2 IFO-2 based Encoder-Decoder Co-design

EncodingMethod:With the similar design principle of our symbol

hopping encoder, we can set the available initial frequency offsets

as 4 (i.e., IFO-2) to encode 2-bit data. Specifically, as shown in

Figure 10, we select four SF-12 chirps with deterministic initial

frequency offsets (e.g., 𝑓0, 𝑓1, 𝑓2, 𝑓3) to encode 2-bit data. We set the

initial frequency offsets as −𝐵𝑊
2 , −𝐵𝑊

4 , 0 and 𝐵𝑊
4 to distinguish

these symbols as much as possible in the feature space. To keep

a similar data rate to the symbol hopping encoding, IFO based

encoding has three configurations, namely IFO-2-10, IFO-2-11, and

IFO-2-12, which use SF-10, SF-11, and SF-12 chirps to form symbols

matching SH-[7-10], SH-[8-11], and SH-[9-12] symbols.

Neural-enhanced Decoding Method: The decoding problem

becomes classifying the initial frequency offsets, which is still a

four-class classification. We adopt the same deep neural network

Figure 10: The illustration of the IFO-2 based LoRa encoder,

using four initial frequency offsets (e.g., 𝑓0, 𝑓1, 𝑓2, 𝑓3) to repre-

sent 2-bit data.

(DNN) structure in Figure 9 to classify IFO-2 based symbols for

decoding.

4.3 Weak Signal Packet Detection

After a LoRa node transmits a packet through the air, the packet

should be reliably detected at the decoder side. Then, its payload is

divided into multiple symbols and fed into the DNN-based decoder

for chirp pattern recognition. Since the preamble part of a Chirp-

Transformer packet remains the same as the standard LoRa encoder,

we need a reliable way to detect the LoRa preamble under ultra-

low SNR. Given a period of received signals, we identify whether

they contain a LoRa preamble, which consists of a series of base

up-chirps, as an indicator of whether a packet is coming. We divide

the received signals into 𝑁 symbol-length signal segments, where

𝑁 is the number of base up-chirp symbols in a LoRa preamble.

Then, we combine the 𝑁 segments as a superposed signal segment.

All the base up-chirp symbols are constructively superposed if a

preamble is in the received signals [21]. Considering the random

initial phase of each base up-chirp symbol due to carrier frequency

offset (CFO) and sampling frequency offsets (SFO), along with the

quadratic distribution of the phase shift related to frequency bias

and chirp symbol index, we heuristically determine the optimal

phase compensation [21, 41]. After phase compensation, we coher-

ently sum up the 𝑁 symbol-length signal segments of the received

signals. Then, we use a standard base up-chirp symbol to calcu-

late its cross-correlation with the superposed signal segment. We

treat the detection of a significant correlation peak as a sign of a

successful preamble detection. The threshold for peak detection

is based on channel estimation, which is six standard deviations

of the mean noise correlation. The index of the correlation peak

also indicates the boundary of the received LoRa preamble symbols.

Therefore, we can align the timing of the demodulation window

and extract the aligned symbols from the payload part using the

detected preamble.

4.4 Implementation

We have implemented ChirpTransformer on COTS LoRa nodes and

use an SDR as a gateway, shown at the bottom of Figure 11. Specif-

ically, the USRP N210 SDR platform captures over-the-air LoRa

signals by operating on a UBX daughter board with a sampling rate

of 1 MS/s for both ChirpTransformer and standard LoRa, which is

a widely used sampling rate setting [10, 21, 22, 41]. Since the maxi-

mum 𝐵𝑊 is 500 kHz in LoRa, COTS LoRa gateways should support

a sampling rate of at least 1 MS/s according to the Nyquist–Shannon

sampling theorem. The captured signal samples are then delivered

to a back-end host, preprocessed, and demodulated by the decoder

algorithms. The COTS SX1278 [30] based LoRa nodes transmit
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Figure 11: USRP N210 based gateway and COTS LoRa nodes

deployed in a campus environment.

ChirpTransformer packets with random payloads. They are de-

ployed in a campus environment, including both indoor and outdoor

scenarios, as shown at the top of Figure 11. ChirpTransformer im-

plements the DNN model on a Raspberry PI 4 [26] with an average

inference time of 0.26 s over 100 runs and a memory requirement of

17.19 MB. In comparison, the compressed NELoRa model under the

SF-10 setting reaches 152.9 MB in memory and 0.97 s for inference.

This makes NELoRa 3.7× slower and 8.9× larger in memory than

ChirpTransformer. This can further help reduce the overhead of

the DNN model deployment at the gateway.

4.5 Baseline Methods and Metrics

Besides the standard LoRa, which uses SF-12 chirps for encoding

and the dechirp for decoding, we choose Ostinato [48], a state-of-

the-art encoder-decoder co-design for weak signal decoding beyond

SF-12, as one of our baselines.

Ostinato: repetitive SF-12 chirps based encoder + chirp coherent-

combining based decoder. Ostinato [48] can be regarded as a

special case of ChirpTransformer’s chirp repeating encoding. Specif-

ically, Ostinato uses repeated SF-12 chirps, having the identical ini-

tial frequency offset, to encode the same data as a single SF-12 chirp

does. Then, the decoder coherently combines the multiple SF-12

chirps to obtain a more obvious energy peak during dechirp than

any individual SF-12 chirp. We implement the encoder by using our

chirp repeating feature to generate the repeated SF-12 chirps and

adopt the phase calibration method to fine-tune the chirp coherent

combining for reliable decoding.

We use two metrics to indicate the performance of weak signal

decoding.

• Symbol Error Rate (SER) is widely used to demonstrate the channel

noise resilience of a physical layer design given different SNR [21,

41, 43]. A low SER is desirable.

• SNR Threshold is the lowest SNR that a physical layer design can

keep the SER under a predetermined value. By default, we set the

predetermined SER as 1%.

4.6 Communication Reliability Evaluation

Setup: We evaluate the SNR threshold of ChirpTransformer under

SH-[7-10], SH-[8-11], SH-[9-12], IFO-2-10, IFO-2-11, and IFO-2-12

configurations. We further evaluate the SNR threshold of Ostinato

with three comparable configurations, using single, two, and four

repetitive SF-12 chirps to compose a symbol, indicated as Ostinato-

1, Ostinato-2, and Ostinato-4. In the experiments, we collect

-22.4
-23.3

-24.5 -25.0
-26.4

-27.4 -27.9 -28.2 -28.8

Ostinato-1
IFO-2-10

SH-[7-10]

Ostinato-2
IFO-2-11

SH-[8-11]

IFO-2-12

Ostinato-4

SH-[9-12]
-32

-30

-28

-26

-24

-22

-20

SN
R

 T
hr

es
ho

ld
(d

B
)

Ostinato
IFO-2 Encoder
Symbol Hopping Encoder

Figure 12: The comparison of SNR threshold between Chirp-

Transformer and Ostinato.

high-SNR symbols on our campus testbed. Then, we inject random

noises to generate weak signals with arbitrary SNR levels using

the same method of NELoRa [21]. We use the synthesis symbols to

calculate the SNR threshold, indicating communication reliability.

We generate the same number of synthesis symbols to train the

DNN decoder for our symbol hopping and IFO-2-based encoders.

Results: The results are shown in Figure 12.

General SNR Gain: The SNR thresholds of symbol hopping en-

coder are -24.5 dB, -27.4 dB and -28.8 dB using SH-[7-10], SH-[8-

11], and SH-[9-12] encoding settings, separately. Compared with

-22.4 dB SNR threshold of the standard LoRa under SF-12, we achieve

the maximum 6.4 dB SNR gain, which is much larger than the

approximate 2 dB SNR gain of NELoRa [21]. This indicates that

ChirpTransformer significantly improves the communication re-

liability of LoRa. LoSee [53], an urban LoRa measurement study,

introduces a link model to predict the packet delivery ratio (PDR)

within a square coverage area based on link SNR. The coverage area

is defined where the overall PDR value exceeds 70%. With the link

model of LoSee and 6.4 dB SNR gain, ChirpTransformer can achieve

approximately 2.38× coverage area compared with the standard

LoRa in the urban environment.

SNRGain from symbol hopping: the IFO-2 based encoder adopts

the same DNN-based decoder with the symbol hopping encoder but

encodes data with the same type of chirps. We can see that the SNR

thresholds of the IFO-2 based encoder are 1.2 dB, 1.0 dB, and 0.9 dB

higher than the symbol hopping encoder with the identical on-air

time settings of OT-10, OT-11, and OT-12. On average, the symbol

hopping encoder can tolerate 1.03 dB lower SNR than the IFO-2

based encoder. This verifies our symbol hopping feature provides a

larger feature space than IFO-2 feature, which makes the different

symbols can be easily distinguished with a DNN model. The SNR

thresholds of SH-[7,10], SH-[8,11], and SH-[9-12] are 2.1 dB, 2.4 dB,

and 0.6 dB lower than Ostinato-1, Ostinato-2, and Ostinato-4,

separately. On average, ChirpTransformer achieves 1.7 dB SNR

gain compared to Ostinato. This indicates our symbol hopping

feature outperforms the chirp repeating pattern in Ostinato with

complicated phase calibration for chirp coherent-combining.

4.7 Campus-scale Evaluation

Setup: SH is adopted by those LoRa nodes experiencing weak links

to improve network coverage. The SH encoder extends its range

and reduces the SNR threshold by lowering the data rate and neural-

enhanced decoder. We conduct campus-scale experiments to verify
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Figure 13: The campus-scale testbed with 20 LoRa nodes at

20 indoor and outdoor locations.
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Figure 14: The packet detection accuracy on our campus-scale

testbed with extremely low SNR.

the gain of SH encoder-decoder co-design with extremely low SNR

conditions. Figure 13 illustrates the deployment of our outdoor

testbed at a campus (2800𝑚 × 1700𝑚). We randomly deploy 20

COTS LoRa nodes at 20 different NLOS positions covering indoor

and outdoor scenarios. For indoor nodes, concrete walls are the

main obstacles. Buildings and trees are the obstacles in the outdoor

environment. For each LoRa node at a position, we collect tens

of packets, and each contains 40 payload symbols. We repeat the

data collection with three encoding methods of the standard LoRa,

ChirpTransformer using SH-[9,12] configuration, and Ostinato us-

ing Ostinato-4 configuration, respectively. We first evaluate the

preamble detection accuracy of our design compared to the stan-

dard LoRa. In addition, for those detected packets, we compare the

decoding SER between ChirpTransformer and Ostinato. For our

SH-[9,12], we apply the DNN-based decoder pre-trained with our

synthesis dataset collected in § 4.6 on the weak signal packets.

Results for packet detection: To understand whether a Chirp-

Transformer packet can be successfully detected at extremely low

SNR conditions, we evaluate ChirpTransformer’s performance on

packet detection for all 20 positions. Figure 14a shows the com-

parison of the packet loss rate between ChirpTransformer and the

standard LoRa. Figure 14b shows the CDFs of the packet loss rate

for ChirpTransformer and the standard LoRa. We can see that the

standard LoRa suffers a high packet loss rate at all positions, where

more than 90% of packets are undetected at 10 out of 20 positions. In

comparison,ChirpTransformer achieves a lower than 6% packet loss

rate at all positions. This is because the standard LoRa detects LoRa

preambles by searching for continuous identical frequency-domain

energy peaks by applying the dechirp to the continuously received

signals. Thus, it requires the energy peak of each chirp symbol in

the preamble to be detectable. However, the real SNR at most of

the positions is much lower than the SF-12 SNR threshold (e.g.,
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Figure 15: The comparison of communication reliability on

our campus-scale testbed.

-22.4 dB), leading to undetectable energy peaks. After mitigating

the CFO and SFO in a preamble, ChirpTransformer concentrates

the energy of all preamble chirp symbols to detect a LoRa packet.

The results verify that ChirpTransformer can reliably detect any

LoRa packets at the extremely low SNR.

Results for decoding SER: We utilize our preamble detection

design to detect Ostinato packets. Then, we compare ChirpTrans-

former with Ostinato by computing the decoding SER for the de-

tected symbols at all 20 positions. As shown in Figure 15b, we

can see the median SER of Ostinato is about 79.25%. In compari-

son, ChirpTransformer can achieve a much lower median SER of

40.54%, indicating the boundary of the communication range will

be enlarged greatly. The reason is that Ostinato suffers from severe

noises in the wild environment, leading to the signals not being

coherently combined. At the same time, our neural-enhanced de-

coder can tolerate it by exploring multi-dimensional features. The

specific SER across 20 positions is shown in Figure 15a. Our SER

is lower than Ostinato at all 20 positions. In addition, we observe

that ChirpTransformer has a higher SER in some positions, such as

positions 4, 7, 8, 14, and 15, than others. The reason is that some

coexisting wireless interference also brings new noise patterns that

the pre-trained DNN model does not see, degrading the SER. We

can involve an online fine-tuning process to deal with those new

noise patterns [21].

5 CASE II: NETWORK THROUGHPUT

In our second case study, we target to enable efficient concurrent

transmission, allowing multiple LoRa nodes to transmit their packet

simultaneously to enhance the network throughput and scalabil-

ity [11, 22, 36]. Specifically, in standard LoRa, concurrent transmis-

sion is infeasible for multiple packets with the same SF configura-

tion [22]. The six SFs create six quasi-orthogonal logic channels

to enable concurrent transmission [54]. However, since the SNR

threshold increases when SF decreases (§ 2.2), we cannot assign arbi-

trary SF to a LoRa node without noticing its SNR requirement, thus

degrading the efficiency of concurrent efficiency. With ChirpTrans-

former, given the same SNR tolerance, we aim to design multiple

orthogonal logic channels to achieve efficient concurrent transmis-

sion. Our key idea is to use different repeating chirp patterns with

CRT configurations to create orthogonal logic channels.

5.1 CRT Encoder-Decoder Co-design

Encoding Method: For an orthogonal logic channel, the encoding

method can be indicated as (OT-𝑘 , IFO-𝑖 , CRT-(𝑘 − 𝑖), SH-0). OT-
𝑘 is the pre-configured on-air time. IFO-𝑖 indicates that we use
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Figure 16: Six orthogonal logic channels with OT-12. (a) Chirp

repeating based encoding. (b) Template down-chirp based

decoding.

Figure 17: After multiplying the matched template down-

chirp, a superposed energy peak appears.

SF-𝑖 chirps to construct the chirp repeating pattern and encode 𝑖

data bits. The chirp repeating times are 2𝑘−𝑖 . 𝑖 is in the range of

[7,max{𝑘, 12}], indicating𝑘 must be larger than 𝑖 to create a diverse
chirp repeating pattern, and 𝑖 is not less than 7, the minimum SF

chirp we have. Therefore, given the pre-configured on-air time

OT-𝑘 , we have 𝑘 − 7 orthogonal logic channels if 𝑘 ≤ 12. Otherwise,

we have six orthogonal logic channels using SF-7 to SF-12 chirp

repeating patterns. The larger the 𝑘 is, the more orthogonal logic

channels we can have. Figure 16a shows an example of the on-air

time OT-12. We have six orthogonal logic channels with 32 SF-7

chirp repeating (OT-12, IFO-7, CRT-5, SH-0), 16 SF-8 chirp repeating

(OT-12, IFO-8, CRT-4, SH-0), 8 SF-9 chirp repeating (OT-12, IFO-9,

CRT-3, SH-0), 4 SF-10 chirp repeating (OT-12, IFO-10, CRT-2, SH-0),

2 SF-11 chirp repeating (OT-12, IFO-11, CRT-1, SH-0), and one SF-12

chirp (OT-12, IFO-12, CRT-0, SH-0).

Template Down-chirp based Decoding: Given the (OT-𝑘 , IFO-𝑖 ,
CRT-(𝑘−𝑖), SH-0), we use a template down-chirp to find the energy

peak in the FFT spectrum. The template down-chirp consists of

2𝑘−𝑖 SF-𝑖 base down-chirps. Figure 16b shows the template down-

chirps for our six logic channels with OT-12. The basic observation

is illustrated in Figure 17. Given an (OT-12, IFO-11, CRT-1, SH-0)

symbol with two SF-11 base up-chirps, we multiply two matched

base down-chirps (called template) and coherently combine the

derived signals in the two SF-11 windows together. After applying

FFT, a superposed energy peak appears at bin 0, which is equivalent

to the energy peak of an SF-12 base up-chirp due to the same on-

air, thus supporting the same SNR tolerance ability. When using a

mismatched template like an SF-12 base down-chirp, the energy is

dispersed at all bins.

With this observation, the decoder first initializes max{𝑘 − 7, 6}
down-chirp templates with different SF configurations. Then, for

each template, due to the CFO and SFO among the repetitive chirps
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in the symbol, we compensate various phase offsets calculated by

the CFO and SFO estimated during packet detection for alleviating

the random initial phase problem [21], then apply the template

to obtain the corresponding spectrum with FFT. With the phase

compensation, we can make the obtained energy peak at frequency

bin 𝑓0 as accurate as possible. Suppose the derived energy peak

with a template is larger than the current maximum energy peak.

In that case, we update the expected initial frequency offset 𝑓0 and
IFO configuration of the symbol and the latest maximum energy

peak. When traversing all templates, the maximum energy peak

is selected, and the 𝑓0 and IFO configuration are converted to data

bits accordingly.

5.2 Implementation and Baseline

We implement the encoder and decoder on our campus testbed.

Besides the standard LoRa, we select CurvingLoRa [22] as the state-

of-the-art baseline from the perspective of LoRa encoder design.

CurvingLoRa utilizes the orthogonal coding space created by dif-

ferent non-linear chirps to enable concurrent LoRa transmissions.

The non-linear chirps have similar SNR tolerance compared to the

linear chirp with the same on-air time. Moreover, besides SER, we

use another metric Throughput, which indicates the amount of data

transmitted over a network in a unit of time.

5.3 Concurrent Transmission Evaluation

Setup: We collect high-SNR symbols from our campus testbed. We

conduct trace-driven experiments to evaluate the SER and network

throughput of ChirpTransformer, CurvingLoRa [22], and the stan-

dard LoRa during concurrent transmission. As the same operation

in CurvingLoRa [22] to emulate signal collisions, we collect indi-

vidual symbols in real environments separately and then add the

symbols together to generate the overlapping patterns. To simu-

late diverse temporal patterns of symbol collisions, we randomly

assign a symbol offset from [0,1] times the symbol on-air time. To

evaluate the performance under near-far issues, we add a signal-to-

interference ratio (SIR) ranging from -20 to 0 dB to concurrently

transmitted symbols. The frequency bandwidth is 125 kHz. For the

standard LoRa, we use SF-12 chirps for all concurrent transmitters.

For CurvingLoRa, we adopt five types of chirps: quadratic1, quar-

tic1, quadratic1, quartic1, and linear with on-air time OT-12. Since

we assign concurrent transmitters to different orthogonal logical

channels, the five logic channels only support five concurrencies at

most. ForChirpTransformer, we use the six orthogonal chirp repeat-

ing logic channels (OT-12, IFO-12, CRT-0, SH-0), (OT-12, IFO-11,

CRT-1, SH-0), (OT-12, IFO-10, CRT-2, SH-0), (OT-12, IFO-9, CRT-3,
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with LoSee vehicle tracking traces.

SH-0), (OT-12, IFO-8, CRT-4, SH-0), and (OT-12, IFO-7, CRT-5, SH-0).

To calculate the average network throughput and SER. We repeat

experiments for each concurrency configuration 2,000 times.

Results for Symbol Error Rate Performance: The SER for dif-

ferent concurrency values from 2 to 6 is shown in Figure 18a. 10−4

represents no error symbols. When concurrency is 2, LoRa fails to

decode half of the symbols correctly. In contrast, the SER for Curvin-

gLoRa is less than 10%, and there is no error symbol for ChirpTrans-

former. As concurrency increases, the SER for CurvingLoRa and

ChirpTransformer also increases. However, CurvingLoRa exhibits

significantly higher symbol decoding errors compared to Chirp-

Transformer. Despite a SIR range of [-20,0] dB and a concurrency

of 6, ChirpTransformer can still maintain a SER less than 0.2%.

Results for Network Throughput Performance: As shown in

Figure 18b, LoRa consistently has the lowest throughput due to its

high SER, unaffected by concurrency values ranging from 2 to 6. In

contrast, ChirpTransformer consistently outperforms CurvingLoRa

in throughput due to our lower SER. Specifically, at a concurrency

of 5, the throughput of ChirpTransformer is 3.33× that of LoRa

and 1.07× that of CurvingLoRa, demonstrating ChirpTransformer’s

superior performance in concurrent transmissions.

6 CASE III: NETWORK LIFETIME

In the standard LoRa, we configure SF to balance between SNR toler-

ance and data rate. After a LoRa node is deployed or its surrounding

environment changes, a LoRa gateway will check the node’s SNR

and choose an SF configuration that can reach the highest data rate

to enhance the energy efficiency while its SNR threshold is lower

than the observed SNR to keep reliable packet delivery. Only six

SFs are too coarse-grained to optimize network energy efficiency

in complex environments [25, 49]. As such, we aim to develop fine-

grained data rate adaptation with IFO configurations to achieve

energy efficiency.

6.1 IFO based Encoder-Decoder Co-Design

Encoding Method:We adjust the available initial frequency off-

sets to obtain more encoding configurations. The encoding method

can be indicated as (OT-𝑘 , IFO-𝑖 , CRT-0, SH-0). For energy effi-

ciency, the on-air time is not larger than that of an SF-12 chirp.

Thus, we have 𝑘 ≤ 12 and 𝑖 ≤ 𝑘 . Given the on-air time OT-𝑘 ,
we encode 𝑖 bits of data. The data rate is 𝑖×𝐵𝑊

2𝑘
. To encode 𝑖 bits

data, we only need 2𝑖 initial frequency offsets. Given the total 2𝑘

initial frequency offsets, we uniformly remove unused offsets and

select the rest as the available initial frequency offsets for encoding.

For example, for OT-12, the range of initial frequency offsets is

[0, 2
12−1
212

𝐵𝑊 ]. For IFO-10, we uniformly select a quarter of these

offsets as {0, 4
212

𝐵𝑊 , 8
212

𝐵𝑊 , 12
212

𝐵𝑊 , ..., 2
12−4
212

}. When 𝑘 is from 7 to

11, 𝑖 is in the range of [�𝑘+12 �, 𝑘]. When 𝑘 is 12, 𝑖 is in the range of

[6, 12]. For example, when 𝑘 is 7, the available 𝑖 is 7, 6, and 5. If 𝑖 is
4, the data rate is 4𝐵𝑊

27
which is the same with 8𝐵𝑊

28
represented

by (OT-8, IFO-8, CRT-0, SH-0). In this way, we avoid the redundant

data rate among different chirps with different OTs, resulting total

23 data rate configurations.

Selective Energy Peak Searching DecodingMethod: According

to the set of available initial frequency offsets with the configu-

ration (OT-𝑘 , IFO-𝑖 , CRT-0, SH-0), we apply the standard dechirp

for decoding and search the energy peak at specific FFT bins cor-

responding to the available initial frequency offsets. Since noises

are random across the entire spectrum, the fewer the FFT bins

we search for the energy peak, the less the energy peak of noises

can influence our energy peak searching. Thus, when we limit the

range of the searching space, we can lower the SNR threshold for

successful decoding. Hence, we provide the tradeoff between noise

tolerance and data rate.

6.2 Implementation and Evaluation

Setup:We collect a full set of standard LoRa chirp symbols with

all available initial frequency offsets across SF-7 to SF-12 at high

SNR levels (>30 dB) on our campus testbed. Then, we generate

chirp symbols at multiple low SNR levels by injecting random

Gaussian noise to simulate real-world scenarios [21]. We use the

SNR threshold and data rate as metrics to compare the performance

of different settings. The encoding configuration (OT-𝑘 , IFO-𝑖 , CRT-
0, SH-0) is indicate as SF𝑘-𝑖 . For example, SF7-6 indicates using SF-7

chirps to encode 6-bit data.

Moreover, to verify the battery life gain (BLG) of ChirpTrans-

former compared to othermethods, we use real-world LoSee traces [53]

for vehicle tracking in an urban environment. A mobile LoRa node

on a car periodically travels across the roads between office and

home, ranging from hundreds of meters to 3.2 kilometers in an

urban area. The LoRa node transmitted packets with SF-12 config-

uration. With the idea of data rate adaption, we reassign the data

rate according to the SNR to reduce transmission time and shorten

energy consumption. One baseline method is the default LoRa data

rate adaptation, which uses SF-7 to SF-11 configurations to replace

SF-12 in some cases with better SNR conditions. However, Chirp-

Transformer offers a more precise data rate adaptation scheme with
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23 configurations. We estimate the battery life assuming that the

LoRa node is powered by two AA batteries (2200mAh) with 3.6 V

voltage and sending packets of different lengths (from 10 to 30 bytes)

240 times per day, as the LoRa node would do in the morning and

evening vehicle tracking. Based energy profiling on Figure 7, we

calculate the energy consumption during two consecutive transmis-

sion beginning times by multiplying the currents across different

phases with input voltages. The extra energy consumption caused

by ChangeChannelFhss interruption on the node is neglectable.

Then we accumulate the energy over time and calculate the battery

life.

Results for SNR Threshold v.s. Data Rate: Figure 19 displays

the SNR threshold and data rate in ChirpTransformer with various

encoder configurations. The orange bars (e.g., SF-7, SF-8, SF-9, SF-

10, SF-11, and SF-12) represent the SNR threshold of standard LoRa,

while the blue bars show the complementary SNR threshold of

ChirpTransformer. As the data rate (e.g., brown lines) gradually

decreases from 7·𝐵𝑊
27

to 6·𝐵𝑊
212

, the SNR threshold slowly decreases

from -6.2 dB to -25.7 dB. The mean difference between adjacent

data rate schemes is about 0.89 dB. Compared with the standard

LoRa, we can see that ChirpTransformer provides a more flexible

data rate scheme with a more diverse SNR threshold.

Results for Battery Life Gain (BLG): Figure 20 shows that LoRa

data rate adaptation averagely extends battery life by 2.26× com-

pared to the fixed-SF-12. On average, ChirpTransformer data rate

adaption provides a battery life of 3.93× that of LoRaWAN with

fixed-SF-12 and 1.74× that of LoRa data rate adaptation. The reason

for this improvement is that ChirpTransformer reassigns a better

data rate for the positions where the measured SNR is between

the SNR threshold values of two standard LoRa SF configurations,

whereas conventional rate adaptation in LoRa wastes the BLG

improvement space. Moreover, the BLG trends remain stable as

payload size increases.

7 RELATEDWORK

LoRa Reliable Decoding: By utilizing either multiple gateways

and LoRa nodes, recent studies [6, 8, 11, 18, 45, 48] bring extra

SNR gains for LoRa transmissions. Charm [8] coordinates multiple

gateways to decode weak signals undecodable at any gateway by

detecting the combined energy peak in the spectrum. Choir [11]

exploits the correlation across co-located LoRa nodes, enabling a

larger communication range than an individual one. NELoRa [21]

develops a DNN decoder capturing multi-dimension features to

obtain 1.84-2.35 dB SNR gains. Ostinato [48] uses repeated SF-12

chirps to achieve weak signal decoding beyond SF-12 configuration.

XCopy [45] enhances signal strength by coherently combining re-

transmitted packets over weak links to boost weak signal decoding.

In contrast, instead of developing a decoder at the gateway and

server side, we obtain SNR gains from the encoder side. ChirpTrans-

former is parallel with these works.

Packet Collision Resolving: Previous research has focused on

identifying collisions in the time or frequency domain. For instance,

Choir[11] matches bits to each LoRa node by detecting the fre-

quency changes caused by oscillator deficiencies. FTrack[46] iden-

tifies collisions by exploring distinct tracks on the spectrum and
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Figure 21: Concurrent decoding SER of collided ChirpTrans-

former and standard LoRa signals under various SIR settings.

symbol edges in the time domain. Due to the near-far problem, ex-

isting work cannot implement concurrent transmission with high

SIR among different devices in large-scale deployment. CIC[36]

decodes signals by combining the spectrum from different parts

of a single symbol to cancel interference signals at gateways and

support concurrent transmission. CurvingLoRa [22] enables effi-

cient concurrent transmission with non-linear chirps, but it is not

compatible with COTS LoRa nodes. LMAC [14] utilizes Channel Ac-

tivity Detection (CAD) to implement carrier-sense multiple access

protocol to avoid collision. Compared to these works, we propose

orthogonal encoding space at the encoder side to enable concurrent

transmission while it can be realized on COTS LoRa nodes. The

decoder design (e.g., CIC, Choir, FTrack) can be further combined

with ChirpTransformer to further improve network performance.

Rate Adaptation in LoRa: To achieve an adaptive data rate [33],

LoRa adjusts the data rate by using various SFs based on received

SNR levels. FLoRa [37] focuses on dynamically managing link pa-

rameters to improve network scalability and energy efficiency. Dy-

LoRa [23] establishes an energy model that associates link prop-

erties with transmission parameters. AdapLoRa [16] is another

approach that periodically adjusts resource allocation based on

a linear regression process estimating network lifetime. Current

works rely on the standard LoRa encoding scheme and are un-

able to implement precise data rates necessary to adapt to diverse

environments to extend battery life. Beyond the standard LoRa,

ChirpTransformer provides fine-grained data rate adaption by se-

lecting different sets of initial frequency to encode data bits with

different on-air times.

8 DISCUSSION

8.1 System Co-existence

ChirpTransformer and the standard LoRa encoder share the same

group of basic chirps (e.g., SF-7 to SF-12), raising the concern of

the co-existence issues when we apply ChirpTransformer in ex-

isting LoRa deployments. For example, when we utilize SH-[9-12]

encoder to enhance communication reliability, a ChirpTransformer

symbol with the pattern of 8 repeated SF-9 chirps may interfere

with other transmissions with SF-9 setting in co-existent standard

LoRa deployment.

To measure the co-existence issues, we conduct experiments to

emulate real-world signal collision between ChirpTransformer and

the standard LoRa signals. First, we generate a ChirpTransformer

symbol by selecting from one of three SH settings (i.e., SH-[7-10],

SH-[8-11], SH-[9-12]). Then, the ChirpTransformer symbol is su-

perposed with several standard LoRa symbols, characterized by

one of the four different SF settings in the corresponding SH set-

ting, with a random initial frequency offset. The on-air time of

489



MOBISYS ’24, June 3–7, 2024, Minato-ku, Tokyo, Japan C Li, Y Ren, S Tong, S I Siam, M Zhang, J Wang, Y Liu, Z Cao

these standard LoRa symbols is the same as the ChirpTransformer

symbol. We set a random time offset between the two superposed

signals ranging from 0 to 1 of ChirpTransformer symbol on-air

time. Moreover, the signal-to-interference ratio (SIR) [20, 22] of

standard LoRa to ChirpTransformer indicates the signal strength of

standard LoRa signals compared to ChirpTransformer signals. The

higher the SIR is, the stronger the standard LoRa signals are. The

lower the SIR is, the stronger the ChirpTransformer signals are. We

divide the SIR values into 6 ranges: [-30, -20], [-20, -10], [-10, 0], [0,

10], [10, 20], and [20, 30]. With these emulation settings, we mimic

the diverse collision conditions of ChirpTransformer and standard

LoRa signals in various real-world scenarios. Finally, we apply our

neural-enhanced decoder and the standard dechirp to decodeChirp-

Transformer and standard LoRa symbols from the collided signals.

In each SIR range, we uniformly generate 1,000 collided signals

across different SIR settings, SH settings in ChirpTransformer, and

SF settings in the standard LoRa to calculate the average SER of

decoding ChirpTransformer and standard LoRa symbols.

The impact of ChirpTransformer to existing LoRa deploy-

ments. As illustrated in Figure 21, it is evident that standard LoRa

signals, when stronger than ChirpTransformer signals in the SIR

ranges of [0,10], [10,20], and [20,30], can maintain a SER below 5%.

However, when ChirpTransformer signals are stronger than stan-

dard LoRa signals as [-10,0] SIR, the SER of standard LoRa signals

increases to 27.2%. This increase in SER is more pronounced as the

SIR range decreases, highlighting interference from much stronger

ChirpTransformer signals on existing LoRa.

The impact of the standard LoRa to ChirpTransformer. In

Figure 21, we can also observe that when standard LoRa signals

are weaker than ChirpTransformer signals when SIR ranges are

[-30,-20] and [-20,-10], the SER of decoding ChirpTransformer sig-

nals remains less than 5%. The SER rises up to about 20% at the

SIR range [-10,0]. When standard LoRa signals are stronger than

ChirpTransformer, the SER of ChirpTransformer increases quickly

to 73% at the SIR range [20,30].

Remarks: The results imply a limitation of applying ChirpTrans-

former in practice that the co-existence issues are non-negligible.

We could have three ways to alleviate the co-existence issues. Firstly,

we can leverage the near-far effect. Since our SH encoder is more

noise-resilient than the standard LoRa for weak signal decoding,

ChirpTransformer is primarily adopted by LoRa nodes located be-

yond the reach of standard LoRa gateways. This ensures the high

SIR of standard LoRa to ChirpTransformer and standard LoRa sig-

nals can be successfully decoded. Secondly, we can leverage LoRa

carrier sense [14, 15] to avoid packet collision with transmission

backoff. Thirdly, we can develop a new collision resolving method

at the decoding side to enable successful decoding under low SIR

conditions by borrowing the features from different LoRa pack-

ets [36, 41, 46]. For example, using multiple sub-symbol temporal

windows of varying lengths [36] allows solving collision of Chirp-

Transformer and standard LoRa packets. By merging the spectral

results from these windows, we retain the consistently appearing

desired packet and eliminate intermittent interfering frequency

peaks.

8.2 Efficient Adaptive Date Rate

ChirpTransformer supports a fine-grained adaptive data rate (ADR)

with 23 configurations, allowing a LoRa nodes to adapt to its deploy-

ment scenario optimally. On the other hand, we need an efficient

protocol to enable agile and accurate ADR with low control over-

head. A feasible method is to inherit the current LoRaWAN ADR

framework [5, 33, 34] in MAC commands. Specifically, LoRa gate-

ways and network servers run an ADR algorithm that adjusts the

encoding configuration of a LoRa node according to the SNR level

of recently received packets. The LoRa node will open a receiving

window after a packet transmission to receive the potential config-

uration request from LoRa gateways and network servers. When an

encoding configuration change is necessitated, the LoRa gateways

will initiate a request for data rate adjustment using LinkADRReq in

the receiving window of the LoRa node. Then, the LoRa node will

change its data rate correspondingly and respond with LinkADRAns

for ADR acknowledgment.

By adopting our fine-grained ADR in this framework, a LoRa

node will receive more requests from LoRa gateways and network

servers and transmit more ADR acknowledgments. However, since

the LoRa node keeps opening its receivingwindow after each packet

transmission no matter whether a feedback packet is coming or not,

receiving more requests will not bring extra energy consumption.

Moreover, an ADR acknowledgment only contains two bytes of

frame payload [33, 34], which is much shorter than a normal LoRa

packet. Thus, the extra energy cost of sending more ADR acknowl-

edgments is affordable regarding the benefits of our fine-grained

SDR.

9 CONCLUSION

In this paper, we propose ChirpTransformer, a versatile LoRa encod-

ing framework to enable the reliable connection between a LoRa

node and gateways at extremely low SNR, achieve high network

throughput with collision resolving, and improve energy efficiency

in complex environments. Instead of using only one parameter, SF,

to adjust the encoding method in the standard LoRa, ChirpTrans-

former develop four chirp features: 1) on-air time of a symbol; 1)

available initial frequency offsets; 2) intra-symbol chirp repeating;

3) inter-symbol chirp pattern hopping, to enlarge the encoding

feature space so that we can design different encoders to meet vari-

ous LoRa deployment requirements. Different encoding methods

can be represented with a four-factor tuple (OT, IFO, CRT, SH).

Specifically, we have designed a symbol hopping based encoder for

weak signal decoding, a chirp repeating based encoder for collision

resolving, and a selective initial frequency offset based encoder for

fine-grained data rate adaption. We implement ChirpTransformer

with COTS LoRa nodes and SDR. Then, we conduct extensive exper-

iments in both a campus testbed and real-world trace-driven studies

to evaluate the performance of ChirpTransformer. The results show

a 2.38 × network coverage, 3.14 × network throughput, and 3.93 ×

battery lifetime compared with the standard LoRa.
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